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Abstract
The use of Artificial Social Agents (ASAs) is rapidly expanding across society. As these agents become more in-
tegrated into our interactions, understanding the user experience of them becomes increasingly necessary to ensure
their design aligns with user needs, promotes trust, and supports meaningful engagement. This study aims to investi-
gate how users experience interactions with ASAs, focusing on using thematic analysis to identify recurring themes
in user-reported experiences with ASAs. In addition, it also explores the reliability of locally hosted Large Language
Models (LLMs) in identifying those experiences. We conducted a manual -peer validated- thematic analysis, result-
ing in a total of 31 themes. Afterwards, we conducted two experiments with LLMs, namely giving hem an unguided
prompt (i.e. the LLM discovers and groups themes independently) and a guided prompt (i.e. the LLM matches prede-
fined themes to responses) and measured their agreements with the manual analysis both intuitively and analytically.
From our findings, it became clear that users experience ASAs through a balance of practical utility and emotional
engagement. Themes covering the agent’s helpfulness, sociability, enjoyability and perceived intelligence played a
central role in shaping user experience. Most users responded positively to ASAs that felt intuitive, responsive, and
human-like, though perceptions of human-likeness varied, sometimes enhancing the experience and other times cre-
ating discomfort. Our evaluation of LLMs showed that while they are capable of uncovering broad thematic patterns
through unguided analysis, they fall short when tasked with consistently identifying and labeling predefined themes
at the individual response level. This suggests that current LLMs, while useful as supplementary tools, are not yet
reliable replacements for human-led thematic analysis in capturing the full nuance of user experiences at a detailed
level. The conclusions reinforce the continued value and need of human-led thematic analysis, particularly when
aiming to capture subtle, context-dependent insights that automated models may overlook.

1 Introduction
Artificial Social Agents (ASAs) are playing an increasingly prominent role in our everyday life as technologies and with it
artificial intelligence continues to advance. From chatbots to voice assistants and robot vacuum cleaners, ASAs are envisioned
as a step toward resolving issues of accessibility, emotional support, and user engagement across various domains. This de-
velopment, however, brings with it its own set of challenges as not only functionality, but increasingly the quality of the social
experience becomes more important. To facilitate this quality in Human-Computer Interaction with these social agents, users
must be able to express their interest, wishes or queries in a natural and intuitive way, such as through speaking, typing, or
gesturing [1, 2]. Yet despite growing interest in social interaction design, we lack a comprehensive understanding of how users
subjectively experience their interactions with ASAs in natural, real-world contexts. For example, Fitrianie et al. [3] found
that among 89 questionnaires reported in 81 papers from empirical studies reported in the intelligent virtual agent conference
proceedings, the vast majority (over 76%) were used in only a single study and rarely reused, highlighting the lack of a clear
consensus on which agent qualities users consistently value, critique, or find most meaningful. One promising avenue for ex-
ploring these perceptions is through the analysis of self-reported user experiences of user questionnaires. These narratives offer
rich qualitative data that can be analyzed in a structured way which then can reveal patterns in how people engage with and
evaluate ASAs. By examining these insights, we can better understand common themes in user experiences.

This feedback serves as a foundation for identifying recurring patterns and making sense of the diverse ways in which
people engage with ASAs. To systematically explore these patterns, thematic analysis offers a flexible qualitative method for
uncovering themes across user narratives, making it especially suited for capturing the complexity and nuance of subjective
experience. Thematic analysis is particularly suited for this study as it provides a flexible approach to systematically identify,
analyze, and report patterns of similarity and difference within qualitative data, allowing for the exploration of both anticipated
and emergent themes in user experiences with ASAs, while still remaining flexible to unexpected findings [4]. Unlike more
quantitative analysis approaches, thematic analysis provides the flexibility to identify both anticipated and unexpected patterns
in user perceptions and it is not theoretically bounded [4]. This makes it ideal for analyzing open-ended questionnaire responses
where the goal is to uncover recurring themes in how people evaluate and make sense of their interactions with ASAs.

However, this approach is not without its challenges. One such challenge is its recursive nature [5], which ensures that
researchers iteratively move between different phases of the analysis. This ensures it being a time-consuming process. Large
Language Models (LLMs) offer a potential solution for this issue. That said, it remains unclear whether LLMs can effectively
support or replicate nuanced, human-led thematic analysis of such experiences [6, 7, 8].

This study explores how people experience their interaction with Artificial Social Agents (RQ1). Specifically, we ex-
amined which insights can be identified in user-reported experiences with Artificial Social Agents and which qualities users
highlight when reflecting on these agents. To capture and evaluate these human-agent experiences, we analyzed a dataset
collected through the Artificial Social Agent Questionnaire (ASAQ) [9], comprising of user-reported experiences with social
agents. We then employed thematic analysis on these experiences to identify recurring themes and insights. Furthermore, we
looked whether a (locally hosted) LLM can identify these experiences (SQ1), automating the time-intensive task of manual
thematic analysis by delegating it to an LLM. After conducting both manual coding and analysis with a locally hosted LLM,
we pose the question how the manual and LLM-based thematic analyses compare (SQ2).



2 Methodology
2.1 The dataset explained
The data used throughout this study is collected as part of a study into concurrent validation of ASAQ [10], wherein a normative
dataset has been created as a community effort to develop a validated evaluation questionnaire. The ASAQs main purpose is
trying to measure a standardized way of user experiences [11]. The data consists of two parts. Firstly, a dataset consisting of an
open answer towards experiences with an agent. The participants were asked ”Please describe your experience with $agent$ in
your own words (use at least 10 words, more words are welcome)”. There were a total of 666 responses to this question. These
qualitative responses serve as the primary input for our thematic analysis. Secondly, a user study consisting of the 90 items
from the long version of the ASAQ. Participants rated each item on a seven-point Likert scale [12] ranging from −3 (strong
disagreement) to 3 (strong agreement), with 0 indicating neutrality. This scale reflects the degree to which participants agreed
or disagreed with each construct. Participants will be denoted as p# with # being a number representing the response row. The
items, which represent predefined constructs or dimensions of user experience [9, 10], were treated as complementary to the
themes identified in the qualitative data. Finally, the dataset includes anonymized demographic descriptors such as age group,
sex, education level, and geographic region. These variables served as contextual factors for interpreting both qualitative and
quantitative findings.

2.2 Thematic Analysis
Thematic Analysis is a foundational method in qualitative research, employed to identify, analyze, and interpret patterns within
data. It can be somewhat summarized by the six-phase process, namely familiarizing yourself with the data - generating codes -
searching, reviewing, defining and naming themes - and finally producing the report [4]. There is an ongoing debate in thematic
analysis which centers on whether it should adopt a more structured, descriptive approach or embrace a more interpretive
reflexive methodology [13, 14]. This discussion is particularly pertinent in qualitative research, where the balance between
methodological rigor and interpretive depth is crucial [15]. We decided to not fall towards either extreme, but take an approach
more towards the middle (see Figure 1). We have conducted our manual thematic analysis by having a first pass throughout the
data, familiarizing ourselves with the data, generating keywords from the responses. On our second pass, we generated codes
from those keywords. While the generated codes were based on the keywords, a continuous reiteration of the responses, when
codes were found through interpretation, was conducted, allowing for the emergence of new insights through a more intuitive
analysis. This means in essence that our ”passes” throughout our dataset are not strictly linear, but we continuously go back to
the beginning of the data. These iterative, back-and-forth passes allowed us to revisit and refine emerging themes, resulting in
multiple thorough reviews of the dataset. The codes were then summarized and abstracted on our ”third pass” as themes found
within the dataset. Inbetween the second and third pass a mind map was made, showing the relation between the codes and
associated themes (see Figure 3), and it was updated throughout the other passes.

Figure 1: Thematic analysis manual approach.
Figure 2: Large Language Model approaches: 1⃝ Theme generation approach.

2⃝ Theme application approach.

Afterwards, we are left with a set of themes and the conclusion of our manual thematic analysis. Following this, we tried
to find out if an LLM can do our task of thematic analysis instead. For this we have tried out two approaches to test out the
reliability of a generic LLM. As seen in Figure 2, this has been done to understand how well it formulates themes and how
well it applies themes set to text. By breaking them up in this way we ensure that we can asses them easier without one biasing
the other. To ensure that we do not specifically construct our prompt to get our specific results we generalized the prompt
and gave it unchanged to a variety of LLMs. Furthermore, our prompts were constructed following an Analyze - Identify -
Return approach, designed to broadly align with the six-phase thematic analysis process. This approach was inspired by the
methodology used by Drápal et al. [16], though our implementation differs in specific details. For the first part, the LLM



was given the responses to find themes within them. So, we gave the LLM the prompt of a three-step process, asking it to
Familiarize with the responses (Analyze), give a coding scheme (Identify) and group the codes together into coherent themes
based on conceptual similarity or relation (Return). This approach does not specifically engineer the prompt to get the exact
themes that we want in this occasion, but ensures a general reliability and the results to be broadly applicable to LLMs in
general. This analysis was conducted in two runs, processing the first half of the data followed by the second half, after which
the results were mapped to the manually identified themes. Afterwards, as our second approach, we tried to see how reliable
the LLM would be by targeting the responses in unison rather than the text as a whole. Thus we gave it our themes from the
manual analysis to analyze, and asked it to identify the themes on an individual basis and return per response the themes found
within it. This then was compared to the results of the manual thematic analysis.

2.3 Reducing biases
The process as described by Figure 1 ensures that we can have the reproducibility of a more conservative approach of thematic
analysis, while still maintaining flexibility and allowing interpretations. This flexibility does come at a cost, though, namely
our own bias skewing our data. To minimize our bias in generating the themes, a peer researcher independently conducted
the thematic analysis using their preferred method. We then assessed the consistency of our results through an Inter-Coder
Agreement. The peer has been given the first n = 100 responses of our dataset to manually analyze. The themes have then
been discussed with the peer and mapped intuitively towards the original resulting themes and any other remaining themes
are either discarded if not meaningful or added towards the final themes. To ensure and unbiased comparison, we deliberately
chose not to interfere with the peer’s approach to thematic analysis, allowing them full autonomy in their method without
imposing our own framework or biases. Accordingly, themes were only retained for analysis if they appeared more than three
times (N > 3) in the peer’s coding. Themes were also grouped by polarity, with positive and negative expressions, such as
Engagement and Lack of Engagement, combined under broader thematic categories and considered as a single theme for the
purpose of counting. Afterwards, the mind map (see Figure 3) is updated into a final state. In the same way as the first, a second
Inter-Coder Agreement is held, but with the LLM as the peer. An intuitive mapping is conducted on the first prompt, and the
second prompt is quantitatively analyzed with the manual thematic analysis being the ground truth and the LLM compared to
it as its peer.

Figure 3: Mind map with regards to the codes (in yellow) and the resulting themes (in blue).
2.4 Quantitative Analysis
After getting the final set of themes, several quantitative analyses are conducted. To ensure that the Inter-Coder Agreement
abstractly covers the same set of themes, besides the agreement itself, Cohen’s Kappa Formula [17] is used, as seen in Appendix
G. Table 1 shows the interpretation of our values and comparison between our themes with our peers’ and also from our themes
with the Large Language Models’, showing whether LLMs can actually identify the same set of themes. Furthermore, a
quantitative analysis of the themes in regards to the descriptors has been conducted to further substantiate the conclusions made
and to see the reliability of the dataset itself.

Table 1: Interpretation of Cohen’s Kappa values [18]

Kappa (κ) Interpretation
< 0 Poor agreement

0.00− 0.20 Slight agreement
0.20− 0.40 Fair agreement
0.40− 0.60 Moderate agreement
0.60− 0.80 Substantial agreement
0.80− 1.00 Almost perfect agreement



Table 2: Mapping of the themes with the ASAQ. Included is the second Inter-Coder Agreement, the Overlap coefficient (Szymkiewicz–Simpson
coefficient [19]) calculated as: Overlap(A,B) = |A∩B|

min(|A|,|B|) and the overal agreement calculated by: 1
n

∑n
i=1 Overlapi.

Theme Mapping ASAQ (Coder 1) Mapping ASAQ (Coder 2) Overlap w. Coders (%)

Agent’s Cognition Coherence(AC1)

Intentionality(AI3)
0

Agent’s Coherence Coherence(AC2-3) Coherence(AC1-4) 100
Agent’s Creativeness 100
Agent’s Efficiency 100
Agent’s Emotional Presence Emotional Experience(AEI1-5) Emotional Experience(AEI1-5) 100
Agent’s Enjoyability Likeability(AL2-3)

Emotional Experience(AEI1, AEI3)

Enjoyability(AE3-4)

Likeability(AL2-3)

Enjoyability(AE1, AE3-4)
80

Agent’s Helpfulness User-Agent Alliance(UAL4) 0
Agent’s Intentionality Intentionality(AI1-4) Intentionality(AI1-4) 100
Agent’s Interestingness Enjoyability(AE2) Enjoyability(AE2) 100
Agent’s Intuitiveness Usability(AU1-2) 0
Agent’s Limitation 100
Agent’s Personality Personality Presence(APP1-2) Personality Presence(APP1-3) 100
Agent’s Quickness Usability(AU3) 0
Agent’s Reliability User Trust(UT3) User Trust(UT3) 100
Agent’s Sociability Sociability(AS1-3) Sociability(AS1-3) 100
Agent’s Usability Usability(AU1-2) Usability(AU1-3) 100
Attitude Enjoyability(AE4)

User Attitude(AT1-3)
User Attitude(AT1-3) 100

Ease of Life 100
Emotional Experience Emotional Experience(AEI-5, UEP1-4)

Likeability(AL5)
Emotional Experience(UEP1-4)

User-Agent Alliance(UAL6)
80

Human-like Behaviour Believability(HLB1-5, NB2) Believability(HLB1, HLB3-4, NB2-3) 80
Performance Performance(PF1) Performance(PF1-3) 100
Potential 100
Productivity 100
User Acceptance User Acceptance(UAA1-3) User Acceptance(UAA1-3) 100
User’s Autonomy 100
User’s Emotional Presence Likeability(AL5) 0
User’s Engagement User Engagement(UE1-3) User Engagement(UE1-3) 100
User’s Trust User Trust(UT1-2) User Trust(UT1-3) 100
User-Agent Alliance Likeability(AL4-5)

User-Agent Alliance(UAL1-3)
Likeability(AL4)

User-Agent Alliance(UAL1-5)
80

User-Agent Interplay Emotional Experience(UEP2)

User-Agent Interplay(UAI1, UAI4)
User-Agent Interplay(UAI1-4) 66

Limitations 100

Overall Agreement 80.19

Note: The construct and items of the ASAQ mapping with their definitions can be found at the questionnaire [10] or website [20].
The themes were mapped on the item-level and the long version of the ASAQ was used. The items are put as subscript above the
constructs they are under. A dash (-) between indicates a through z, i.e. AT1-3 indicates AT1, AT2, AT3.

2.5 Correlation with regards to the ASAQ
The dataset of the ASAQ also consisted of a 7-point ranking from the 90 items of the ASAQ, as discussed in the introduction.
To see whether the responses to the open question and the ratings correlated, we created a mapping with our themes and the



predefined constructs of the ASAQ. Afterwards, the entire dataset is correlated with the mapped constructs. Since the dataset
consists of ordinal data, Spearman’s Rank Correlation (ρ) is used (as seen in Appendix G). The interpretation of Spearman’s
correlation, in terms of its significance and strength can vary, but for our dataset to interpret the correlations with the ASAQ
we applied the classification system used in Psychology as described by Dancey and Reidy [21, 22]. A fourth pass through the
dataset has been conducted, noting the direction of a theme in either positive (1), neutral (0) or negative (−1). As an example,
take the theme User’s Trust. If the participant indicates that the agent was trustworthy, the theme is deemed positive, so a value
of 1 is assigned. In the same manner, if the participant indicates that the agent was untrustworthy a value of −1 is assigned. If
the participant deemed the agent, neither trustworthy nor untrustworthy, a value of 0 is assigned. If the theme was not identified,
no value is assigned and the theme is ignored in its entirety. This then is correlated with the mapped constructs for said theme
from the ASAQ, with values between −3 and 3. What themes are mapped to which constructs from the ASAQ can be seen in
Table 2. To address the potential bias in the mapping, a peer independently performed the mapping of themes to the ASAQ. An
Inter-Coder Agreement was then conducted to establish a final mapping.

3 Results
Before going to the final themes, we begin addressing the comparison and resolvement of our discrepancies and the results
of our Inter-Coder Agreements in Tables 2 and 3. The process conducted by the peer can be seen in detail in Appendix C,
with Figure 8 the approach used and with Tables 9 and 10 the definitions and mapping respectively. In regards to the first
Inter-Coder Agreement, the themes derived from our peer, held up with Cohen’s Kappa as seen in Table 3, with a mean κ of
0.64, indicating a substantial agreement. There was generally a high level of agreement, with the a and d values being high,
indicating consistent identification of themes as present or absent, respectively. In cases where κ fell below the threshold for
moderate agreement (≤ 0.6), the b value, indicating that the theme was marked present by Coder 1 but not by Coder 2, notably
increased, as can seen in Appendix C Table 11. In this way, even the low agreement values can be explained away, with Coder 2
being the peer, since our approach was reiterative by nature, which resulted in finding a lot more themes as we iterated through
with multiple reiterative passes.

Table 3: Comparison of themes with those derived by a peer (Coder 2), based on a sample of n = 100 responses.

Theme (Coder 1) Theme (Coder 2) κ Interpretation κ

Agent’s Coherence Accuracy 0.83 Almost perfect agreement
Agent’s Creativeness Creativity 0.92 Almost perfect agreement
Agent’s Efficiency Efficiency 0.93 Almost perfect agreement
Agent’s Enjoyability Enjoyability 0.71 Substantial agreement
Agent’s Helpfulness Helpfulness 0.79 Substantial agreement
Agent’s Interestingness Interestingness 0.28 Fair agreement
Agent’s Usability Usability, Accessibility, Convenience 0.8 Almost perfect agreement
Attitude Entertainment 0.2 Fair agreement
Emotional Experience Emotional Connection 0.33 Fair agreement
Human-like Behaviour Human-like Behavior 0.5 Moderate agreement
Potential Potential 0.65 Substantial agreement
Productivity Productivity 0.74 Substantial agreement
User’s Engagement Engagement 0.63 Substantial agreement
User’s Trust Trust 0.71 Substantial agreement

In regards to the second Inter-Coder Agreement, as seen in Table 2, which focused on the mapping to the ASAQ, the peer
mapped the final set of themes onto the 90 items of the ASAQ, where applicable. The overall overlap between the themes
mapped was 80.19%. This high degree of overlap suggests a strong consistency in how themes were associated with the
constructs, suggesting that the mapping process may have been relatively reliable and less influenced by subjective bias. Con-
sequently, the results supported the robustness of the thematic alignment within the ASAQ framework. The strong agreement
observed here enhances confidence in the validity of the mapping methodology and implies that the identified constructs effec-
tively capture the underlying themes. This ensures that subsequent analyses and interpretations that rely on these mappings are
grounded in stable and reproducible foundations.

Our final themes and their definitions can be seen in Table 4, with quotes present in Appendix B Table 8 to provide a more
comprehensive understanding. Limitations is the only theme from the peer added towards our final themes after the first Inter-
Coder Agreement, as also shown in our mind map in Figure 3. From our analysis, as shown in Figure 4, the themes throughout
were quite evenly divided from their descriptors. There were no observed outliers and as the count of the themes increased, the
perceived divisions also seem to become non-existent. With 254 Emotional Experience was by far the most occurring theme
(see Appendix D Table 12), which is why two subsets User’s Emotional Presence and Agent’s Emotional Presence were created
to subdivide the theme making it less abstract and more specific. The themes that mattered the most towards the experience of
people as per the counts were the Agent’s Helpfulness, Attitude and Human-like Behaviour. The prominence of these themes



Table 4: Final Themes and Definitions with example quotes found in Appendix B Table 8

Theme Abbreviation Definition

Agent’s Cognition COG The agent is intelligent/knowledgeable.
Agent’s Coherence COH The agent is perceived as logical and consistent.
Agent’s Creativeness CRE The agent is perceived as creative.
Agent’s Efficiency EFF The agent is perceived as efficient.
Agent’s Emotional Presence EMP The user’s perception of the agent’s emotions during and after interaction.
Agent’s Enjoyability ENJ The extent to which the user finds the interaction with the agent enjoyable/boring.
Agent’s Helpfulness HLP The agent is perceived as helpful.
Agent’s Intentionality INT The agent is perceived as acting deliberately and with intention.
Agent’s Interestingness INS The extent to which the user finds interaction with the agent interesting.
Agent’s Intuitiveness ITU The extent to which the agent is perceived as intuitive.
Agent’s Limitation LIM The user perceives the agent as being useful only for limited use/purposes.
Agent’s Personality PER The distinctive combination of character traits/qualities of the agent (or lack thereof).
Agent’s Quickness QCK The extent to which the agent performs tasks quickly.
Agent’s Reliability REL The agent is perceived as reliable.
Agent’s Sociability SOC The user perceives the agent as sociable.
Agent’s Usability USA The user perceives the agent as easy to use, user- or beginner-friendly, or simple to interact with.
Attitude ATT The extent to which the user finds the interaction with the agent positive.
Ease of Life EOL The agent is perceived as making the user’s life easier.
Emotional Experience EMX A self-contained emotional experience during interaction.
Human-like Behaviour HLB The agent behaves like a human, expressively or emotionally, or conversely, like a machine/AI/tool.
Limitations LIP User thoughts on things it cannot do well or problems/limitations noticed
Performance PRF The extent to which the agent performs tasks well.
Potential POT The user perceives the agent having future potential for improvement.
Productivity PRO The agent helps increase the user’s productivity.
User Acceptance UAC The likelihood that the user will use the agent again or in the future.
User-Agent Alliance UAA The extent to which the user and agent collaborate for mutual benefit.
User-Agent Interplay UAI The degree to which the user and agent influence each other.
User’s Autonomy AUT The user perceives the agent reducing the user’s workload and allowing for more free time.
User’s Emotional Presence UEP The user’s emotional state during and after interacting with the agent.
User’s Engagement ENG The extent to which the user feels involved in the interaction with the agent.
User’s Trust TRU The user perceives the agent as trustworthy and factual.

suggests participants prioritize emotional connection and practical utility in interactions with ASAs. In regards to Human-like
Behaviour the agents were mostly seen and perceived as a tool that tries to act like a human (“Alexa is a tool for certain actions
that can be automated and don’t need my full attention” p87), but sometimes also as a companion (“Alexa is a friend that we
need in serious times.” p439). As also noticeable in the first quote, this did not substantially alter the participants’ evaluations
of the agent’s usability, helpfulness, coherence or other such factors. Furthermore, some users appreciated anthropomorphic
traits and found them comforting or engaging (“. . . the voice i enjoyable : )” p421, “i never seen such rudeness from a bot, so it
was quite fun and interesting” p643), while others were put off by them (“. . . the voice usually reminds you that it is a program
and it affects the interaction.” p22). Agent’s Cognition and Agent’s Coherence received moderate counts and have a mixed
polarity, suggesting participants noticed both strengths and weaknesses in the agent’s intelligence and logical consistency,
which reflects a nuanced perception of the agents’ cognitive abilities. Participants may have appreciated moments when the
agent demonstrated smart or insightful responses (“I was impressed with ChatGPT. It engages you in a conversation and can
also refer to what was said before.” p274), yet were also sensitive to lapses in coherence, such as contradictory, off-topic or
downright rude replies (“. . . I was stuck because she want me to explain 1 sentence when i was asking which one.” p666).
This mixed sentiment indicates that while users recognize the potential of the agent’s cognitive functions, inconsistencies in
reasoning or dialogue flow can diminish trust and overall satisfaction. These results highlight the importance of both depth of
knowledge and conversational stability in shaping user experience with Artificial Social Agents.

A portion of the themes can be broadly grouped based on the participant’s experience of the agent’s functional and affective
characteristics. In terms of functional characteristics, we find that participants evaluated the Agent’s Reliability, Quickness, and
Efficiency based on concrete outcomes or performance-related experiences (“Copilot provided autocomplete-style suggestions
as I coded. It made it easier and faster to write code more efficiently.” p73). These were generally derived from tasks in which
the agent either succeeded or failed in delivering responses efficiently and accurately. These attributes were easier to assess



Figure 4: All the themes that were found divided into their respective descriptors sorted by their counts. In more detail in Appendix D Figures 9, 10, 11, 12

for participants, and consequently, these themes appeared consistently across various agent interactions. In terms of Usability,
the responses mostly looked at it through the lens of the user- or beginner-friendliness of the agent and how simple or easy to
use the agent was (“I find it very easy to work with” p404, “using bard is easy, its interface is friendly” p479, “It was a simple
to use AI tool” p433). Conversely, affective characteristics, such as Agent’s Sociability, Personality, User’s Engagement, and
both User’s and Agent’s Emotional Presence capture more abstract elements of the interaction, relating to the user’s perception
of the agent’s demeanor or presence rather than its capabilities. The User’s own personal emotions also played a huge role in
the perceivement of these attributes. A more cold tone in language (e.g. “the bot was not . . . to go nowhere” p608) as opposed
to a warmer tone (e.g. “Its the future! I think everyone needs a little more Bard in their lives. Amazing tool and comforting
companion.” p45) resulted in other themes also rated more negatively or positively, respectively.

Figure 5: Average polarity of participant themes with 1 being positive and -1 being negative labeled manually within all 666 user responses.

Finally, it is worth highlighting that the agents were overwhelmingly evaluated positively, with Eliza, an early rule-based
chatbot simulating a psychotherapist [23], standing out as an exception. Participants often described Eliza as ”strange”, ”not
enjoyable” or ”unpleasant”. Even in cases where Eliza was described as interesting, this perception was often accompanied
by a negative evaluation of the interaction overall (e.g. “It was an interesting experience. I would not say it was a pleasant
interaction.” p587). This is noticeable in Figure 5, which shows that the average direction from all themes move towards
positive when excluding Eliza from the equation. The only exception seem to be Human-Like Behaviour. The participants
seem to think of the social agents more as tools to be used rather than companions or friends that can be talked to.



Table 5: Correlations with the ASAQ.

Theme ρ p -value CI (95%) Correlation Significance

Agent’s Cognition 0.56 <0.001 [0.36, 0.72] Moderate positive correlation Very strong statistical significance
Agent’s Coherence 0.41 0.003 [0.15, 0.61] Moderate positive correlation Strong statistical significance
Agent’s Emotional Presence 0.23 0.148 [-0.08, 0.5] Weak positive correlation No statistical significance
Agent’s Enjoyability 0.59 <0.001 [0.43, 0.72] Moderate positive correlation Very strong statistical significance
Agent’s Helpfulness 0.12 0.123 [-0.03, 0.26] Weak positive correlation No statistical significance
Agent’s Intentionality 0.5 0.096 [-0.1, 0.84] Moderate positive correlation No statistical significance
Agent’s Interestingness 0.32 0.011 [0.08, 0.53] Moderate positive correlation Statistically significant
Agent’s Intuitiveness 0.59 0.013 [0.15, 0.83] Moderate positive correlation Statistically significant
Agent’s Personality 0.3 0.053 [0, 0.55] Moderate positive correlation No statistical significance
Agent’s Quickness 0.11 0.485 [-0.19, 0.39] Weak positive correlation No statistical significance
Agent’s Reliability 0.53 <0.001 [0.32, 0.68] Moderate positive correlation Very strong statistical significance
Agent’s Sociability 0.63 <0.001 [0.41, 0.78] Strong positive correlation Very strong statistical significance
Agent’s Usability 0.25 0.008 [0.07, 0.42] Weak positive correlation Strong statistical significance
Attitude 0.25 0.002 [0.1, 0.39] Weak positive correlation Strong statistical significance
Emotional Experience 0.32 <0.001 [0.21, 0.43] Moderate positive correlation Very strong statistical significance
Human-like Behaviour 0.37 <0.001 [0.23, 0.5] Moderate positive correlation Very strong statistical significance
Performance 0.33 0.055 [-0.01, 0.6] Moderate positive correlation No statistical significance
User Acceptance 0.3 0.115 [-0.08, 0.61] Moderate positive correlation No statistical significance
User’s Emotional Presence 0.45 <0.001 [0.25, 0.61] Moderate positive correlation Very strong statistical significance
User’s Engagement -0.05 0.594 [-0.25, 0.14] Weak negative correlation No statistical significance
User’s Trust 0.47 0.018 [0.09, 0.73] Moderate positive correlation Statistically significant
User-Agent Alliance 0.26 0.009 [0.07, 0.43] Weak positive correlation Strong statistical significance
User-Agent Interplay 0.53 <0.001 [0.26, 0.72] Moderate positive correlation Very strong statistical significance

Strong (|ρ| ≥ 0.5) Moderate (0.3 ≤ |ρ| < 0.5) Weak (0.1 ≤ |ρ| < 0.3) Negligible (|ρ| < 0.1)

In examining the correlations derived from the mapping with the ASAQ (see Table 5), all themes that showed statistical
significance exhibited a positive correlation with their ASAQ counterparts. The confidence intervals of these themes also fall
entirely within the positive range. This indicates that the more positively users rated a theme (e.g. how smart, enjoyable or
reliable the agent seemed), the higher their overall ASAQ score tended to be. Most of the themes demonstrate a moderate
positive correlation, which supports the overall conclusion, although in several cases the confidence intervals lean toward sug-
gesting a stronger correlation can be derived. Notably, the Agent’s Cognition, Enjoyability, Reliability, and Sociability themes
show particularly strong correlations with ASAQ, suggesting that users place high value on these aspects. Additionally, Emo-
tional Experience and User’s Emotional Presence were found to be positively correlated with a strong statistical significance.
Given the conceptual closeness between User’s and Agent’s Emotional Presence, both being a subset Emotional Experience,
we expected Agent’s Emotional Presence to show a similar pattern. However, this was not supported by the data. Also, it is
important to note that our cutoff points should be used judiciously, as explained by Schober et al. [24], as they should be used
in accordance with their strength in the context of the research question.

Interestingly, although several themes show wide confidence intervals, they still fall entirely within the positive range. This
suggests that while the magnitude of the correlation may be uncertain, the direction is consistently positive. For example,
Agent’s Intuitiveness has a relatively wide CI but still supports a meaningful positive correlation with the ASAQ. This pattern
reinforces the idea that, even when variability exists, the underlying relationship remains directionally stable. Among all themes,
Agent’s Sociability stands out with the highest rho value (ρ = 0.63), and a relatively narrow confidence interval. Similarly,
high rho values in other themes like Enjoyability and Reliability support the conclusion that users deeply value personal and
interpersonal characteristics in agent interactions. Furthermore, as the level of statistical significance increases (i.e., lower
p-values), confidence intervals tend to narrow and remain consistently in the positive range, indicating that these results are
unlikely to be due to chance.

The only two outliers in relation to our expectations are the themes Agent’s Quickness and User’s Engagement. We noticed
that for Agent’s Quickness the Inter-Coder Agreement of the peer did not map it towards an ASAQ theme, and there was already
some uncertainty as to whether it fully corresponds to any ASAQ construct. This may suggest that our initial doubts were valid,
or alternatively, the result may simply reflect the true nature of this theme. In terms of User’s Engagement, both analyses were
mapped towards the same ASAQ constructs, but it still has a weak negative correlation, which is quite an unexpected finding.
However, the confidence interval indicates that this result is not conclusive, as the correlation could just as easily be positive.
Any conclusions based on the User’s Engagement theme should be interpreted with caution. Overall, the correlations support
our previous findings, as we can derive our conclusions from two separate parts of the questionnaire.



3.1 Large Language Models

Figure 6: Kappa Distribution across LLMs

Figure 7: Kappa Distribution across Themes

The results indicate that the LLM performs poorly when applying the coding scheme through a guided prompt. As shown in
Figure 6 and explicitly in Appendix E Table 13, the average κ over all themes is very low. Additionally, while lowering the
temperature can make the output a lot more deterministic, the outcomes remain largely unchanged regardless of the temperature
setting. Theme application appears to be quite the challenge for an LLM. Even in cases where the interpretation accuracy seems
somewhat high, it remains inconsistent across themes, and the themes predicted more accurately are not consistently identified
by all LLMs at all and they are not consistently the same throughout LLMs. Unfortunately, as shown in Figure 6, the ability of
Large Language Models to reliably apply predefined themes to a set of responses remains consistently low across models. Even
DeepSeek, the best-performing model, does not have its upper quartile exceed the threshold for moderate agreement, while
all other models fail to reach even that level of consistency. This pattern remains consistent when examining the theme-level
performance in Figure 7. Notably, no theme’s upper quartile exceeds the threshold for moderate agreement. This stands in
contrast to the peer agreement values presented in Table 3, where all values at or below moderate agreement can be explained
by the b value being so high, while the remaining themes demonstrate relatively strong agreement scores, with a substantial
amount even reaching an almost perfect agreement interpretation. Even the four best-performing themes, Agent’s Cognition,
Limitations, Potential and Productivity, do not show upper quartiles surpassing moderate agreement. Moreover, Agent’s Cog-
nition and Productivity exhibit a notably wide inter-quartile range, indicating substantial variability in how consistently these
themes are applied by the LLMs.

The unguided prompt approach, where LLMs generate themes based on the content of the text, yielded more promising
results, as shown in Table 6. A notable pattern across models was their tendency to consolidate multiple specific themes into
broader, unifying themes. Despite this generalization, the themes identified by the LLMs were indicated in the text, suggesting
that the models were able to extract the underlying thematic structure of the responses with good accuracy. The few themes
that were not identified by the models primarily concerned practicality and ethical concerns. In the case of practicality, the
model-generated content referred to related ideas, such as usefulness, convenience or efficiency, but did not explicitly match
the these aspects as it was in the original coding scheme. So we could not clearly align it with any of our themes. In regards to
the unmapped themes regarding ethical concerns (i.e. Ethical Considerations and Ethical Concerns), these themes were absent
not only in the LLM outputs but also in both manual codings. Although some indication of the theme was present in the peer’s
manual coding (Cultural Limitations to be precise), this was thrown out in the Inter-Code Agreement. This oversight suggests
that more Inter-Coder Agreements with more coders may have helped identify this theme earlier, highlighting the value of more
perspectives in qualitative analysis.



Table 6: Mapping of LLM themes ranked by frequency, high to low.

Manual Llama Qwen DeepSeek Phi Gemma NeMo
Emotional Experience Emotional

Connection2
Emotional and
Social Experience2

Emotional
Engagement1
Emotional
Engagement2

Interaction
Quality1

Agent’s Helpfulness Helpfulness and
Convenience1

Helpfulness2

Practical
Functionality1

Interaction
Quality2

Functional
Benefits2

Utility and
Efficiency1

Utility and
Efficiency2

Attitude Emotional and
Social
Dimensions1

Human-like Behaviour Natural
Interaction2

Emotional and
Social
Dimensions1

Perceived
Humanity1

Human vs.
Machine
Interaction2

Interaction
Quality1

The Human
Connection1

The Illusion of
Humanity2

Human-Like
Interactions and
Limitations1

Agent’s Usability User Experience1

User Experience2
Usability and
Accessibility1

Usability and
Practicality2

Interaction
Quality2

Usability1

User Experience2
Usability and
Accessibility1

Utility and
Efficiency2

Practical
Assistance1

User-Agent Alliance Utility and
Efficiency1

Practical Benefits2

User’s Engagement Entertainment and
Engagement1

Agent’s Enjoyability Entertainment and
Engagement1

Emotional and
Social Experience2

User Experience2

User’s Emotional Presence Emotional
Connection2

Emotional and
Social Experience2

Emotional
Engagement1
Emotional
Engagement2

Agent’s Reliability Accuracy and
Reliability1

Reliability and
Trust2

Trust and
Reliability1

Performance1

Functional
Benefits2

Trust and
Reliability1

Utility and
Efficiency2

Agent’s Cognition Perceived
Intelligence vs.
Limitations1

Agent’s Coherence Performance1

Agent’s Limitation Task-Specific
Utility and
Limitations2

Agent’s Quickness Practical
Assistance1

Agent’s Sociability Emotional
Connection2

Emotional and
Social Experience2

Social
Connection2

Performance Functional Utility
and Efficiency1

Practical
Functionality1

Potential Future Outlook1 Development
Needs1

Learning and
Growth1

User’s Trust Reliability and
Trust2

Emotional and
Social
Dimensions1

Trust and
Reliability1

Trust and
Reliability1

Agent’s Creativeness Perceived
Intelligence vs.
Limitations1

User’s Autonomy Practical
Assistance1

Limitations Limitations and
Biases1

Limitations and
Frustration1

Perceived
Intelligence vs.
Limitations1

Limitations and
Challenges1

Frustration and
Limitations2

Performance1

Challenges and
Concerns2

User Frustration
and Limitations2

Human-Like
Interactions and
Limitations1

Reliability Issues2

Agent’s Efficiency Functional Utility
and Efficiency1

Utility and
Efficiency1

Practical
Assistance1

Agent’s Intuitiveness User Experience2 Usability and
Accessibility1

Unmapped Practical
Applications1

Ethical and
Cultural
Considerations1

Ethical and
Privacy Concerns2

Application1

Ethical
Considerations1

Ethical
Considerations and
Future Concerns1

Unique
Experience2

Emotional
Intelligence Gap2

Note: run 1 and run 2 are denoted by the superscripts. Definitions and details of the themes are available in the GitHub repository [25].



4 Discussion
This study set out to explore how users perceive and engage with Artificial Social Agents through thematic analysis of open-
ended responses and to examine whether Large Language Models could support or replicate this process. This was done by
trying to answer the following questions:

RQ1 How do people experience their interaction with Artificial Social Agents?
SQ1 Can a (locally hosted) Large Language Model (LLM) identify these experiences?
SQ2 How do manual and LLM-based thematic analysis compare with each other?

For the main question, people experience their interactions with ASAs as generally positive and interesting, often resulting
with a desire to continue using the agent (“Using CoPilot was interesting, and I would definitely continue using it.” p341). This
is evident in the relatively high count and strong positive polarity of both Attitude and Agent’s Interestingness, which reflects
users’ overall experience with their interactions. Participants typically perceived ASAs more as tools than as companions. This
perspective was also apparent in responses where the agents did not behave in a human-like way (“It was easy to understand and
navigate, it felt like a human experience just without the emotions.” p94, (“it felt like speaking to a bot, i didn’t feel any actual
interaction between us” p579)) or where limitations for the agent were noticed (“My only issue with Google Assistant is that it
doesn’t always understand my accent. . . . It’s a great tool but needs to be modified to accommodate the whole world.” p9, “We
(humans) like to interact with machines as if they are living beings, . . . But we’re still aware of the machine’s limitations.” p254)
both reflected in the themes Human-like Behaviour and Limitations.

The agents were appreciated for the value they offered in how they contributed to users’ daily lives. This is supported by
the notably high polarity scores for Ease of Life, Productivity, Autonomy, and Helpfulness, all of which highlight how ASAs
helped users save time, complete tasks more efficiently, and feel more supported and autonomous (“ChatGPT has made my
life so much easier and has contributed significantly in my writing.” p412, “The Roomba . . . it’s a time-saving marvel!” p487).
Furthermore, the perceived intelligence of the agent also played a critical role in shaping the user experience. However, it was
a double-edged sword: once users detected incoherent responses, contradictions, or awkward behavior, their perception shifted
negatively (“It was quite awkward. I felt like she didn’t listen or understand me at all.” p665). This shift is reflected in the
neutral polarity of themes like Agent’s Cognition and Agent’s Coherence, indicating that these qualities could make or break
the experience depending on how well the agent performed in context.

Participants highly appreciated agents that were useful in completing tasks either for a general purpose or a singular purpose
(“Google Assistant has been very helpful and easy to use.” p93, “I use Google assistant mostly to check the weather, and it
always provides me with good information. ” p84), as noticeable by Agent’s Helpfullness and Agents Limitation. Another
important theme was the user’s perception of partnership with the agent. Many users appreciated a sense of collaboration and
mutual benefit in their interactions (“It is comfortable, and it is versatile so I can do a lot of things with it, my brother is blind
and it serves a lot of use for him in terms of accessibility.” p520), which was reflected in the theme User-Agent Alliance.

The tone also shaped experiences. Friendly, warm tones enhanced user perceptions, while robotic or cold responses had a
detrimental effect. Interestingly, enjoyable and entertaining interactions contributed to positive evaluations, even in the case of
Eliza, where sometimes the agent’s rudeness was perceived as entertaining and humorous, thereby creating a positive experience
despite low practical value (“she was very rude and seems confused about every interaction, but could have asked me to explain
things more nicer... i never seen such rudeness from a bot, so it was quite fun and interesting” p643, “I did not enjoy using Eliza
at all. I found it very hard to read her tone and she came off very abrasive and accusatory.” p664). Themes such as Agent’s
Sociability and Human-like Behaviour revealed a split in user preference: while some appreciated anthropomorphic traits,
others were unsettled by them (“ Some questions were asked and the answers were interesting and captivating. Socialization
was always positive” p17, “It was an interesting experience. I tried other AI’s and I can say that the voice usually reminds you
that it is a program and it affects the interaction. However it did its job.” p22).

As a final point, the themes developed through this thematic analysis illustrate the diverse ways in which participants make
sense of their interactions with Artificial Social Agents. However, some themes, such as Emotional Experience, encompass
broad reflections on the interaction, while others, like Agent’s Quickness, are more narrow in scope, revealing a potential gap
in how certain aspects of user experience are captured and suggesting the need for more coders conducting the analysis. The
direction of the themes could also be looked at more in depth. For example, the statements “It was an interesting experience. I
would not say it was a pleasant interaction.” p587 and “Quite negative, and it seemed Eliza just repeated what I said back but
with a questionmark” p623 both fall under broadly negative impressions, but suggest different levels of dissatisfaction. This
nuance is not fully captured by the current thematic coding.

For the sub-questions, when aggregating the results across both prompt-based runs in the unguided prompt with all LLMs,
a total of 23 out of 31 themes were identified, corresponding to a coverage rate of approximately 74%. This level of thematic
coverage is notable, especially considering that none of the themes proposed by the LLMs were unrelated to the content of
the responses. In other words, all identified themes were at least partially grounded in the source material, reinforcing the
credibility of the model outputs. These findings suggest that LLMs may serve as a valuable supplementary tool in thematic
analysis. Specifically, they can act as a secondary check to help researchers identify potentially overlooked themes and validate
the completeness of manual coding efforts. This offers an additional layer of validation, wherein researchers can be reasonably



confident that the themes generated by the models are grounded in the source text. However, this was not the case for the guided
prompt, wherein the average kappa across models was low (Figure 6) with the overall mean average (κ = 0.1438) showing that
LLMs are particularly bad at theme application. In summary, these findings show us that the manual thematic analysis remains
the gold standard and only in the case of theme generation and not theme application LLMs can be used as a supplementary
tool.

4.1 ASAQ
Our findings highlight that the ASAQ is a reliable, community-validated core instrument for capturing user experience with
ASAs, as evidenced by the fact that 23 out of 31 (74%) of the themes identified through qualitative analysis could be directly
mapped onto constructs from the ASAQ, supporting its practical usability and robustness. This suggests that the ASAQ covers a
substantial portion of the range of experiences people refer to when discussing their interaction with ASAs. Furthermore, of the
23 themes 15 showed statistical significance, with a p-value < 0.05. Our thematic codes, when mapped to ASAQ constructs,
also showed mostly positive correlations. This supports the validity of the constructs of the ASAQ, meaning that when the
participants described something like trust, enjoyment or sociability in qualitative terms, it aligned with the quantitative mea-
surement in the ASAQ. While no very strong correlations (ρ > 0.9) were observed, the general trend of the correlations being
positive indicates consistent patterns of association with the ASAQ scores. This high degree of thematic alignment suggests
that ASAQ effectively captures the core aspects users reflect on during ASA interactions, lending support to its potential as a
standardized instrument. That said, this does also mean that 26% (8 out of 31) of the themes could not be directly mapped onto
ASAQ constructs. Among these, Agent’s Limitation stands out as the most noteworthy, having emerged in nearly 50 partici-
pant responses, suggesting that the usefulness of an agent for a limited purpose may represent a meaningful item not currently
captured by the ASAQ. The remaining unmapped themes each had a notably lower response count, suggesting they may reflect
more niche, context-dependent concerns.

4.2 Context within the Literature: ASAQ
To enhance the validity of our findings, we looked into the literature by integrating both qualitative thematic analysis and
quantitative correlation analysis with the ASAQ framework and cross-verifying those results with other papers.

The general enjoyment observed in interactions with Artificial Social Agents (ASAs), as reflected in our findings seen in
Figure 5, can also be derived from prior studies. For instance, Corrales-Paredes et. al. [26] found that participants generally
enjoyed interacting with a robot agent and found it engaging. Also, consistent with our findings, delays and errors, as noticed
by participant’s engaging with Eliza, led to frustration. Their study also noticed that younger participants were less objective
compared to older participants, which aligns with Emotional Experience being so high while simultaneously our dataset being
underrepresented by older people. Additionally, their observation that some users perceived the robot as a mechanical tool
rather than a sentient being corresponds with our Human-like Behaviour theme. However, their findings also suggest that a
robot exhibiting more human-like behaviour tends to foster a more positive user perception. This contradicts our own findings,
where the Human-like Behaviour didn’t have as much of an influence of the positivity of other themes. This discrepancy may
be attributed to our study not containing any humanoid robot agents.

While our dataset underrepresents older adults, Kim and Kim [27] conducted a focused study on a subset of this demographic.
Their findings revealed that AI conversational agents provided both practical and emotional benefits to older adults living alone.
Practically, the agents assisted with daily tasks, information retrieval, communication, and memory support. Emotionally,
participants reported feeling happier, more secure and grateful. These outcomes align with patterns observed in our data as
well, namely the Agent’s Helpfulness and Agent’s Enjoyability themes being perceived particularly high in positivity.

Lim et al. [28] report findings that differ markedly from ours. While the gender distribution across themes in our study
remains relatively balanced (approximately 50/50, see Figure 4), their study observed a gender-based discrepancy, namely that
female participants expressed a greater preference for VR-Embodied Conversational Agents (ECAs) than their male counter-
parts. Moreover, participants reported a stronger sense of presence when interacting with VR-embodied agents compared to
text-only interfaces. These differences do unfortunately highlight an important gap in our current analysis, suggesting that the
inclusion of Virtual Reality agents in future studies could reveal additional insights into user experience.

Similarly, in the context of Augmented Reality, Koleva et al. [29] emphasize the role of body language and non-verbal
communication in shaping participants’ perceptions of agents. This again points to a limitation in our agent set. Incorporating
humanoid robots or embodied agents into future iterations of this study would provide a more holistic understanding of how
interactions with Artificial Social Agents affect user perceptions and experiences.

4.3 Context within the Literature: The LLM Part
To further substantiate our results, we also looked into literature by comparing our findings with those reported in recent research
on LLM-supported thematic analysis. Many recent research explores whether an LLM can identify the same experiences as
manual analyses through mainly the human-in-the-loop frameworks [30, 31]. For example, Dai et al. [31] propose such a
human-in-the-loop framework (called LLM-in-the-loop in the paper), in which the initial codes are generated by the LLM
and subsequently refined through collaboration with a human coder. Their results show nearly perfect agreement between the
human- and AI-Coder compared against the human coders, with Cohen’s Kappa values of 0.87 and 0.81 for both respective



datasets. These results are higher than our findings, indicating that hybrid approaches involving close collaboration between
humans and AI can likely outperform AI-only methods.

Similarly, Drápal et al. [16] also used an approach with and without an expert trying to improve the quality of the initial
coding of the LLM. As they report, GPT-4 generated reasonable initial codes and was capable of refining them based on expert
feedback. [16]. This observation resonates with our own findings, where LLMs produced sound initial codes and themes in the
unguided prompt. Drápal et al. further state that 72.6% of the 785 predicted codes were initially deemed reasonable, closely
aligning with our own results. Notably, that our models were able to identify around 74% of the themes previously found
through manual analysis, supporting the assumption that LLMs can lead to effective coding outcomes. However, they also
report an improvement to 88.8% following human refinement, which also underscores the potential of hybrid approaches.

Deiner et al. [32] take a broader view, examining whether LLMs can replicate or approximate human-conducted thematic
analysis in health-related social media data. They found that LLMs identified several themes similar to those generated by
human analysts, with low hallucination rates. However, variability was observed both between different LLMs and between
test runs of an individual LLM. Although the LLM-generated themes did not consistently match the human-generated themes,
subject matter experts still considered them reasonable and relevant. Similarly, in our study, we observed low hallucination
rates and found that themes generated by the LLMs were reasonable and relevant. Importantly, although LLMs were found to
produce relevant and reasonable themes, they did not consistently match the depth or specificity of those generated by human
analysts. This is also indicated in our guided prompt, which resulted in low average κ across themes. The authors conclude that
while LLMs show promise for large-scale, real-time thematic extraction, particularly in public health applications, they are not
yet capable of fully replicating human-level analysis. This conclusion would be one that is also shared and supported by our
own findings.

4.4 Limitations
There were some limitations as to the dataset, as seen in Figure 4, namely that the dataset is not that indicative of older age-
groups. Furthermore, there was an under representation of people with no formal education in the datasets. As a result, the
conclusions drawn from the study may be less applicable to demographic groups that were not well represented. So, to ensure
that this limitation is somewhat taken care of, we cross-validated results from papers specifically targeting these groups. Also,
as stated in the responsible research section, a single Inter-Coder Agreement is not enough to take the conclusion as-is and
more should be done to reduce the bias to an absolute minimum. Another limitation is that participants were compensated for
contributing to the dataset, which may have influenced the authenticity and depth of their responses. Since payment was not
contingent on the quality or effort of their input, some individuals may have provided minimal or insincere responses simply
to complete the task faster, potentially affecting the overall quality and reliability of the data. With regards to the agents, they
were not fully representative of all possible agents. Notably, a humanoid agent was missing. With regards to the interaction,
the environments played a role in the interaction and not all environments were presented to the users, namely augmented and
virtual reality. Finally, Demographic distribution should be noted as a limitation, especially the underrepresentation of some
regions, which might influence the generalizability of our results. Future work could explore these themes with more diverse
samples or focus on improving aspects that receive critical feedback.

4.5 Future Work
Thematic analysis is a qualitative method used to identify, analyze, and report themes (read patterns) within data. When we
think about recognizing patterns, the first thing that often comes to mind is machine learning. By systematically identifying
themes through thematic analysis, these patterns could potentially be used to train machine learning algorithms for automated
recognition. Exploring this intersection could be a promising direction for future research. To reflect further on this point,
rather than LLMs, other potential automatic approaches can be used to perform the thematic analysis. One such approach is
active learning, with small-text [33, 34] as a candidate library to use for further research. The results then can be compared to
the already obtained results from this study to further enforce or perhaps disprove them. To perhaps state the obvious, more
people could do the thematic analysis, more data could be gathered to do the analysis on and stronger LLMs can be used for the
analysis. Another interesting avenue could be looking into conducting the analysis within augmented or virtual reality. Looking
into whether this takes care of certain concerns or even shifts the directions -positive or negative- of certain themes. Finally,
Semantic Analysis can be conducted on the dataset, with libraries such as TextBlob [35], to either substantiate or refute the
general sentiment derived from our thematic analysis.



5 Responsible Research
5.1 Ethical Considerations
The study is based on a pre-existing dataset of user interactions with Artificial Social Agents. The dataset was originally
collected under appropriate ethical guidelines. No personal identifiable information was present in the dataset. The only
information present and used were anonimized descriptors of each participant.

5.2 Transparency and Reproducibility
We aimed to make this study fully transparent and reproducible. The dataset, cleaned up, with all the keywords, codes and
themes and the entire process is present in an ODS file on the Github repository [25]. In the same repository the Inter-Coder
Agreements and the Python code has been put, such that future researchers can view and reproduce the process or results as
much as possible. Mistakes made during the process can also be noted and corrected. The repository is free to use for everyone
with a permissive MIT license.

5.3 Large Language Models
The Large Language models used for the data were all local, thus the dataset itself was not used as training for the LLM models.
This ensures data safety and data privacy. For reproducibility, a table was created with all LLMs and their versions used (see
Table 7). Furthermore, using local LLMs ensures that the models remain consistent and transparent, without the filtering,
updates, or potential manipulation associated with online models like ChatGPT, which often operate as opaque ’black boxes’.

Table 7: Large Language Models (LLMs) and their versions used in the study. In all models the quant was Q4 K M.

Publisher Params Model
AliBaBa Qwen 32B qwen3-32b
DeepSeek R1 Distill 32B deepseek-r1-distill-qwen-32b
Microsoft Phi 15B phi-4
Mistral NeMo 12B mistral-nemo-instruct-2407
Google Gemma 12B gemma-3-12b
Meta Llama 8B llama-3.1-8b-instruct

5.4 Social Impacts, Risks and Biases
This study should not be taken as is, and the conclusions should be considered within its context and the researchers’ biases. It
was made by Computer Science students as their thesis project. This ensures that there is probably a bias towards code-ability
of the data and results. This could ensure an over-reliance on objectivity or quantitative methods. This also means, generally
speaking, a limited training in qualitative methods, unfortunately. Also, the data and users’ feedback is interpreted through the
lens of a software developer. For example, making datasets more code-able for computer-analysis is one of such biases derived
from it. The usage of jargon in a ”techy” way is another. The use of such language could ensure a technical-centric viewpoint.
Moreover, the obvious biases in gender, age-group, cultural/ethnic background and religious beliefs would also play a role.

Furthermore, as discussed before, the collected dataset contains several biases. For example, the agents used were not fully
indicative of all possible agents, i.e. a humanoid robot was not present. It was also heavily skewed towards relatively younger
people, with some form of education other than a PhD. As a final remark, the thematic analysis was done by a single researcher
and a sample of it was given towards a single researcher to do the bias-check. While this step adds a level of validation, it is
not sufficient to fully eliminate potential subjectivity. The transparency of the entire process, does ensure that others can build
upon it and more analyses can be made towards it, reducing this subjectivity even further.

5.5 Fair and Open Data
All libraries used use permissive open-source licenses, namely BSD, MIT and the Python Software Foundation License. The
code and data itself is present at a public Github repository [25]. All prompts used for the LLM analysis can be found in
Appendix A or at the previously mentioned Github repository.



6 Conclusion
This study set out to explore how individuals experience interactions with Artificial Social Agents (ASAs), which was done
by identifying recurring themes through manual thematic analysis, and assess the viability of Large Language Models (LLMs)
as tools for automating this process. Through an iterative manual coding process, 31 distinct themes were identified, offering
insight into what users value, expect, and critique in their interactions with ASAs. This study found that user interactions with
Artificial Social Agents (ASAs) are generally perceived as positive, interesting and valuable. Notably, themes such as Agent’s
Helpfulness, Attitude, and Human-like Behaviour stood out as central to the user experience as they were the most found
themes. These findings suggest that people seek not only practicality but also emotional resonance in their interactions with
ASAs. Among these, The Human-like Behaviour theme revealed a tension: while some users appreciated anthropomorphic
traits and found them comforting or engaging, others were put off by them. ASAs were primarily seen as practical tools that
enhanced users’ daily lives through improved productivity, autonomy, and ease of use. Agents with friendly tones and warm
sociability were received more positively, while cold or robotic responses detracted from the experience. Users responded
positively to agents that felt helpful, enjoyable, and sociable, highlighting a growing expectation for these systems to go beyond
basic task execution and engage in more human-centered, meaningful exchanges. Most users saw ASAs primarily as tools,
however a few saw them as companions.

In addition, themes like Agent’s Cognition, Coherence, and Intentionality show that users assess intelligence of the agent,
from which a mixed sentiment was derived: people praised insightful responses but quickly noticed incoherence, contradictions
or awkward behaviour which led to dissatisfaction. Furthermore, themes that focused on how the agent influenced the user’s
daily routine, mood, and willingness to reuse it, (e.g. Ease of Life, Productivity, Autonomy, User Acceptance) had positive
experiences which often led users to express a desire to continue using the agent. Also, correlations between the themes
and the 90 constructs of the ASAQ showed positive alignment in the majority of themes, particularly for themes like Agent’s
Enjoyability, Sociability, Reliability, and Cognition. This reinforces the credibility of all the themes and strengthens our findings
of our thematic analysis. Overall, most users expressed generally positive experiences across agents, except for older agents
like Eliza, which were often viewed as outdated, frustrating or awkward.

In addition to the manual analysis, this study evaluated the capabilities of various locally hosted Large Language Models
(LLMs) in conducting thematic analysis. We demonstrated that while locally hosted LLMs were capable of capturing general
thematic structures through unguided prompts—achieving a 74% overlap with manually identified themes, they performed
poorly in the guided, response-level thematic annotation task. The low Inter-Coder Agreement (as measured by Cohen’s Kappa)
revealed that current LLMs lack the consistency and nuance required for fine-grained qualitative analysis, particularly when
applying predefined coding frameworks. The high overlap does suggest, however, that LLMs can serve as valuable auxiliary
tools in qualitative research, particularly in the early stages of theme discovery or as a secondary check for human-led analysis.

7 Acknowledgment
During the writing process, we used OpenAI’s ChatGPT as described in Appendix F. The actual content, analysis and interpre-
tations presented in this paper are entirely our own. Furthermore, we would like to express our gratitude towards our supervisor,
Willem-Paul Brinkman, for their guidance, feedback and support throughout. We would also like to extend our gratitude to our
peer researcher, Antonio Lupu, conducting the peer analyses used throughout our paper. Finally, we acknowledge all fellow
research group members who generously contributed their time and perspectives to this study: Keshav Nair, Antonio Lupu,
Jason Miao and Andreea Ţebrean.
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Appendix
A LLM Prompts
Unguided Prompt: Given the text, give me the Themes.
You are an expert qualitative researcher conducting a thematic analysis to answer the

Research Question: "How do people experience their interaction with Artificial Social
Agents?"

Please perform a full thematic analysis of the following text, following these three steps
carefully:

Step 1: Familiarization
- Read the entire text thoroughly.
- Provide a concise summary of the overall topics, key impressions , and recurring ideas found

in the data (3-5 sentences).

Step 2: Coding
- Identify the most relevant codes (labels) in the text, each named in ≤3 words.
- Present as a table with columns: | Code | Description |
- The Description should clearly explain what the code represents.

Step 3: Grouping
- Organize the identified codes into coherent themes or groups based on conceptual similarity

or relation.
- Present as a table with columns: | Group # | Theme | Description |
- The Description should briefly explain the theme and how it relates to the research

question.

Here is the full text to analyze:
---{Input=}
Response0
...
Responsen
---

Input: All user-responses seperated by a line-break.
Output: A Summary. A Table of Codes. A Table of Themes.

Guided Prompt: Given the themes, can the LLM find them in the sample.
You are an expert qualitative researcher conducting a thematic analysis , trying to answer the

research question: "How do people experience their interaction with Artificial Social
Agents?".

Analyze the following themes and their definition:
---
[Theme0]: [Definition0]
...
[Themen]: [Definitionn]
---

Analyze the following user responses and identify all applicable themes based on the provided
definitions. Only assign a theme if there is clear and explicit support for it in the
response - do not infer or assume. Give me a comma-separated list of all themes that you
find in the following user-responses to an online questionnaire:

---{Input=}
User0: Response0
...
Usern: Responsen
---
Present as a table with columns: | Response # | Themes |
Do not include any explanations or additional text outside of the table itself.

Input: A sample of 100 user-responses seperated by a line-break.
Output: A Table of Themes found per Response.



B Thematic Analysis

Table 8: Final themes and example quotes

Theme Quote

Agent’s Cognition “I find Alexa really useful, although sometimes Alexa does get things wrong or
doesn’t hear/understand what Im asking for” p56

Agent’s Coherence “Its a great AI but it doesn’t always provide the answers I want, so I would have to
opt for another AI.” p89

Agent’s Creativeness “I use it mostly for work, when I’m having difficulty with a task I ask for advice or
workarounds. Also, creatively it can provide me with different inspirations.” p133

Agent’s Efficiency “Using ChatGPT makes my work (life) so much easier. It cuts time spent doing
research or editing a document significantly.” p81

Agent’s Emotional Presence “The experience was awkward, Eliza responded by mimicking and being rude. I
disliked the conversation and it was not helpful or interesting.” p663

Agent’s Enjoyability “I enjoyed it” p92
Agent’s Helpfulness “It was a wonderful experience because Siri was helpful especially when I was

busy and late I would ask Siri to check the weather for me instead of searching om
my phone.” p10

Agent’s Intentionality “Eliza created replies based on my sentences but didn’t seem to parse the meaning
of what I had said, rather she inverted by statements to create questions that were
absent of context” p362

Agent’s Interestingness “A very interesting experience. I felt important to her and I felt that I was not
alone.” p14

Agent’s Intuitiveness “i have had a pleasant experience with Alexa, its easy to use and intuituve” p461
Agent’s Limitation “It doesn’t help me much with university work but It helps me with hobbies like

textual role-playing. ” p30
Agent’s Personality “I believe it was a bit bizarre as both i and Eliza were not saying things that made

much sense, seemed like it would just make very generic answers as a person
who’s barely listening” p455

Agent’s Quickness “I use regularly for many reasons and it is very reliable and fast.” p107
Agent’s Reliability “alexa is knowledable and I can ask simple staff but can not rely 100% on her, also

sometimes responds in funny manner but still its AI” p116
Agent’s Sociability “copilot was a really fun experience , it was really knowledgeable and it helped

me out a lot, it also seemed like i had company with me” p335
Agent’s Usability “I use Alexa to help me do easy tasks like searching definitions, do simple tasks

like playing music and I think it’s easy to use” p4
Attitude “I used It to ask some silly questions like how to pick up older women etc, It was

funny and informative” p13
Ease of Life “It has been a very pleasant experience and has made my professional life way

easier.” p196
Emotional Experience “my experience was average, nothing extremely interesting i was not amazed” p48
Human-like Behaviour “it doesn’t really have anything special, i didn’t feel a strong connection it was just

like talking with a robot” p37
Limitations “I asked for some easily verifiable information and it gave correct and seemingly

well though out answers. However when I asked for the source of this information,
it produced publications which don’t even exist.
It also seemed to be no nearly useless when faced with some math problems.” p24

Performance “It was fine. I was able to find some functions I wasn’t aware that are possible I
was humming a song and it gave me a list of a songs that I might be thinking of”
p44

Potential “Alexa is interactive but lacks emotion but sometimes it feels like as if we are
talking with a real person. Alexa will be beneficial for the future.” p471

Productivity “i think its a good idea by using Alexa on a daily basis as it helps increasing my
productivity and of course i am going to continue using Alexa in the future.” p72

Continued on next page



Theme Quote

User Acceptance “I felt really strange because I have never used anything like this, but after that I
still don’t think that I need it. My opinion about this hasn’t changed” p300

User-Agent Alliance “I’ve mainly used ChatGPT to simply test out the technology. I do find it really
interesting that it can generate a significant amount of text that is both coherent
and somewhat creative in a short amount of time. While I haven’t had the need to
use the technology in a professional setting, I will be keeping an eye on it to see
what applications it could have in my field.” p12

User-Agent Interplay “I use it mostly for work, when I’m having difficulty with a task I ask for advice or
workarounds. Also, creatively it can provide me with different inspirations.” p133

User’s Autonomy “I would describe it as a personal assistant to help me keep up with the house work,
so I can work on other task as it helps me.” p218

User’s Emotional Presence “I did not enjoy using Eliza at all. I found it very hard to read her tone and she
came off very abrasive and accusatory. I felt worse after talking to Eliza than I did
before I started” p664

User’s Engagement “I’m not to keen on our interaction. I value its practicality but it’s not for me.” p46
User’s Trust “i felt that I could trust the robot to assist bringing up issues people in the family

might have but are not comfortable to talk about.it was a very positive experience”
p20

C Peer Thematic Analysis

Figure 8: Thematic Analysis approach used by the peer.

Table 9: Main themes of the Peer and Definitions

Theme (Peer) Definition

Accessibility How easy it is to use for people with different abilities or needs
Accuracy How often it gives correct or reliable answers
Convenience How much it makes your life easier or saves you time
Creativity How well it comes up with new or interesting ideas
Efficiency How quickly and effectively it helps get things done
Emotional Connection Whether the user feels any personal connection with it or not
Engagement How much users are engaged with it
Enjoyability How much users like or enjoy using it
Entertainment How fun it is to interact with
Helpfulness How much it helps solve problems or answer questions
Human-Like Behavior How much it feels like talking to or working with a person
Interestingness How much users find it interesting
Limitations User thoughts on things it cannot do well or problems/limitations noticed
Potential Thoughts on how useful the tool could be in the future, how it could improve, or excitement about future use
Productivity How much it helps the user improve their workflow
Trust How much users feel they can rely on it to give good answers or do the right thing
Usability How easy it is to use and interact with



Table 10: Final mapping of themes after the Inter-Coder
Agreement on the manual thematic analysis.

Theme (Coder 1) Theme (Coder 2)
Agent’s Cognition –
Agent’s Coherence Accuracy
Agent’s Creativeness Creativity
Agent’s Efficiency Efficiency
Agent’s Emotional Presence –
Agent’s Enjoyability Enjoyability
Agent’s Helpfulness Helpfulness
Agent’s Intentionality –
Agent’s Interestingness Interestingness
Agent’s Intuitiveness –
Agent’s Limitation –
Agent’s Personality –
Agent’s Quickness –
Agent’s Reliability –
Agent’s Sociability –
Agent’s Usability Usability, Accessibil-

ity, Convenience
Attitude Entertainment
Ease of Life –
Emotional Experience Emotional Connection
Human-like Behaviour Human-like Behavior
Performance –
Potential Potential
Productivity Productivity
User Acceptance –
User’s Autonomy –
User’s Emotional Presence –
User’s Engagement Engagement
User’s Trust Trust
User-Agent Alliance –
User-Agent Interplay –
– Limitations

Table 11: Calculations of Cohen’s Kappa on mapped themes.

Theme κ Interpretation κ a b c d
Agent’s Coherence 0.83 Almost perfect agreement 8 2 1 89
Agent’s Creativeness 0.92 Almost perfect agreement 6 0 1 93
Agent’s Efficiency 0.93 Almost perfect agreement 7 0 1 92
Agent’s Enjoyability 0.71 Substantial agreement 7 5 0 88
Agent’s Helpfulness 0.79 Substantial agreement 58 5 5 32
Agent’s Interestingness 0.28 Fair agreement 3 13 0 84
Agent’s Usability 0.8 Almost perfect agreement 24 6 2 68
Attitude 0.2 Fair agreement 4 21 1 74
Emotional Experience 0.33 Fair agreement 15 32 0 53
Human-like Behaviour 0.5 Moderate agreement 9 14 0 77
Potential 0.65 Substantial agreement 3 3 0 94
Productivity 0.74 Substantial agreement 3 2 0 95
User’s Engagement 0.63 Substantial agreement 7 7 0 86
User’s Trust 0.71 Substantial agreement 4 3 0 93



D Quantitative Analysis

Figure 9: Themes by Age Group

Figure 10: Themes by Gender



Figure 11: Themes by Region

Figure 12: Themes by Education



Table 12: Count of themes found in the dataset

Themes Count

Emotional Experience 254
Agent’s Helpfulness 174
Attitude 157
Human-like Behaviour 154
Agent’s Usability 110
User-Agent Alliance 101
User’s Engagement 99
Agent’s Enjoyability 82
User’s Emotional Presence 79
Agent’s Reliability 66
Agent’s Interestingness 61
Agent’s Cognition 56
Agent’s Coherence 52
Agent’s Limitation 49
Agent’s Quickness 45
Agent’s Sociability 44
Agent’s Personality 43
Agent’s Emotional Presence 41
User-Agent Interplay 40
Performance 34
Potential 31
User Acceptance 28
User’s Trust 25
Ease of Life 23
Productivity 22
Agent’s Creativeness 21
Limitations 20
User’s Autonomy 20
Agent’s Efficiency 19
Agent’s Intuitiveness 17
Agent’s Intentionality 12



E LLM Thematic Analysis

Table 13: Model Comparison by Average κ

Model Avg. κ Interpretation

Llama 0.0042 Slight agreement
Qwen 0.1409 Slight agreement
DeepSeek 0.2728 Fair agreement
Phi 0.1446 Slight agreement
Gemma 0.2104 Fair agreement
NeMo 0.0897 Slight agreement

F LLM Usage within Paper
For the paper itself ChatGPT has been used to improve sentence structure of already written parts. As an example:

Initial Suggestion Result
One such challenge is its recursive
nature, in which researchers move
back and forth between the phases
of thematic analysis.

⇒ One such difficulty lies in its re-
cursive nature, which requires re-
searchers to iteratively move between
different phases of the analysis.

⇒ One such challenge is its recur-
sive nature, which ensures that re-
searchers iteratively move between
different phases of the analysis.

ChatGPT was also used for suggesting transitional words or synonyms, improving the wording and flow of the sentences.
Furthermore, AI has been used in the coding process, mainly the AI already present in the JetBrains IDEs and ChatGPT.

G Formulas
Spearman’s Correlation

ρ = 1− 6
∑

d2i
n(n2 − 1)

di = difference between the ranks of each observation
n = number of paired observations

Cohen’s Kappa

κ =
Po − Pe

1− Pe
, Po =

a+ d

N
, Pe =

(
a+ b

N
· a+ c

N

)
+

(
c+ d

N
· b+ d

N

)
N = Total responses = a+ b+ c+ d

Po = Observed agreement
Pe = Expected agreement by chance
a = Agreement: theme present in both
b = Disagreement: theme present in only one (us, but not the peer)
c = Disagreement: theme present in only one (the peer, but not us)
d = Agreement: theme present in neither
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